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I. Introduction

VER the past several decades, considerable effort has been

dedicated to model combustion in rocket chambers to under-
stand and predict the conjugate heat transfer to the chamber walls [1].
Validation of computational fluid dynamics (CFD) design tools
requires, in turn, reliable experimental data assessment. This
involves the need to acquire a comprehensive set of data in the same
facility, including wall heat fluxes along with inflow measurements
over a broad range of pressures [2].

The experimental data for CFD validation acquired to date were
obtained from a range of facilities of different sizes, various internal
geometry or fuel composition, and injection configurations [3-9];
therefore, wall heat fluxes were considerably different among these
studies. The strength, the life cycle, and the cooling system effec-
tiveness are highly dependent on heat transfer into and out of the
system [10], and the number of studies addressing the heat transfer
into the chamber walls are still inadequate.

In a previous study, which was the first of its kind, Marshall et al.
[11] obtained the heat flux measurements using Gordon heat flux
gauges from coaxial temperature measurements that were placed
along the chamber wall. The heat fluxes were, then, calculated by
solving the transient axisymmetric heat flux equation. Conley et al.
[12] calculated the heat fluxes from the temperature measurements
at several longitudinal locations. In these studies, the heat fluxes were
calculated by solving the steady-state one-dimensional (1-D) heat
conduction equation and adding a correction term to compensate the
heat absorption by the chamber walls. The very nature of heat transfer
in the combustion chamber is, in fact, three-dimensional (3-D). Thus,
calculation of heat fluxes based on a 1-D assumption may lead
to errors. Vaidyanathan et al. [13] calculated wall heat fluxes by
numerically solving the two-dimensional (2-D) unsteady heat con-
duction equation. Although more accurate when compared with 1-D
assumption, the 2-D heat conduction assumption still does not take
into account the longitudinal heat transfer.
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The current study is aimed at calculating the heat fluxes in the
combustion chamber by numerically solving the 3-D heat con-
duction equation to assess the validity of 1-D unsteady heat con-
duction assumption in wall heat flux calculation. Hence, the data
presented next include wall heat fluxes calculated from 3-D heat
transfer assumption for a GO,/GH, single-element shear coaxial
injector at 37 bar.

II. Experimental Details

A high-pressure combustion experimental facility with a single
shear GO,/GH, injector was used here. The facility described in
detail in [5,6] can operate at pressures up to 60 bar. The chamber
configuration and injector details are also detailed in [5,6]. The
oxidizer is injected into the chamber through the center tube, whereas
the fuel is injected through the annular region surrounding it. The
pressure in the current study was selected to be 37 bar. The oxidant-
to-fuel (O/F) mass ratio was 3.79, and the velocity ratio was 0.4. This
resulted in a hydrogen exit velocity of 103.5 m/s for a mass flow of
0.58 g/s. The experiments lasted for 8 s following ignition.

For heat transfer measurements, thermocouples are embedded in
the side chamber walls with two thermocouples at each longitudinal
location. Exposed-tip thermocouples with a response time of 15 ms
were used here. The depth location of the thermocouples at any
chamber cross section is shown in Fig. 1. For each thermocouple pair,
the temperatures are measured at 3.2 and 9.5 mm from the inner
chamber walls, respectively. The temperature at a location 3.2 mm
from the inner wall is denoted as T, and the temperature measured
at 9.5 mm is denoted as T';yq1e-

The longitudinal locations of the heat flux thermocouples, iden-
tified as HF1 to HF8, along the chamber wall length are given in
Table 1, with the injector face taken as the reference.

III. Heat Flux Calculation and Results

The wall heat fluxes were determined from the temperature
measured in the chamber wall, first by solving the steady-state 1-D
heat conduction equation and adding a correction term to compensate
the heat absorption by the chamber as shown in
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where g, is the heat flux, Ax is the distance between the thermo-
couple pairs, the subscript i is assigned for the thermocouple close to
the inner chamber wall, the subscript o represents the one farthest
from the inner chamber wall, and 1 and 2 represent the initial and final
times, respectively. Here, as in the previous studies [11,12], the heat
fluxes were calculated by assuming the effect of the longitudinal heat
conduction as negligible. As the very nature of the heat transfer in the
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Fig. 1 Depth location of heat flux thermocouples (dimensions in mm).
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Table 1 Location of heat flux thermocouples along
the chamber wall

Heat flux Distance from injector
thermocouple face, mm

HF1 27.6

HF2 37.7

HF3 47

HF4 58

HF5 70

HF6 89.1

HF7 102.2

HF8 112.4

combustion chamber is 3-D in the current study, the heat flux was
calculated second by numerically solving the unsteady 3-D heat
conduction equation and compared with the heat flux calculation
based on a 1-D assumption.

A 3-D model of the central portion of the chamber from 37 to
102 mm from the injector face was chosen as the computational
domain. The central portion of the chamber was selected, because the
temperature measured outside of this domain indicated that the
longitudinal temperature gradient can be assumed negligible. The
outer wall was assumed to be insulated, such that the heat released
during the experiment was assumed to be entirely accumulated in the
chamber wall. The validity of the insulated wall assumption was
checked by imposing forced convection at the outer walls, assuming
the outer wall temperature to be at 100°C and the ambient air tem-
perature to be set at 27°C. Forced convection was calculated by
assuming an air velocity of 10 m/s. These conditions are consider-
ably more dissipative than experienced during the experiments. The
heat transfer for the case of a laminar forced convection past a flat
plate with the prescribed values was, then, calculated and was found
to amount to 0.1% of the heat flux values in the chamber walls due to
combustion; therefore, all the heat released during the transient
process was assumed to accumulate in the walls.

The computational temperatures and their slopes, which evolved
over the period of 8 s, were matched with the actual temperatures,
and their slopes were obtained from the experimental run at the
thermocouple locations. The imposed heat flux at the inner chamber
walls was changed for different sets of computation, so that the tem-
peratures 7., and 7T,;qq.c Obtained from the computations matched
the experimental results within 5 to 6°C. The discretized 3-D heat
conduction equation used here was [14]:
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Here, the density p and the heat capacity C for copper (110) are
8700 kg/m? and 385 J/(kg K), respectively. The grid independent
computational domain consisted of a 141 x 141 x 141 grid, and
the time step was 0.0001 s. The initial condition consisted of the
inner and middle temperatures: T, and Tqqe SEt at an ambient
temperature of 27°C. A variation of +2°C in the initial temperature
condition resulted in a maximum uncertainty of less than 1% in
imposed heat flux values and hence is considered negligible.

The axial temperatures recorded at the end of 8 s for both the inner
and middle locations along the chamber wall are plotted in Fig. 2, and
the longitudinal gradient in the upstream of 37 mm and downstream
of 102 mm locations are assumed negligible, thereby selecting the 37
to 102 mm domain for analysis.

For every time step, the temperature surface boundary condition at
37 and 102 mm was obtained by solving the 2-D heat conduction
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Fig. 2 Chamber wall temperatures at inner and middle locations along
the chamber wall at the end of the 8 s.

equation and assuming longitudinal conduction upstream of 37 mm
and downstream of 102 mm to be negligible as aforementioned. The
assumption of longitudinal heat conduction upstream of 37 mm and
downstream of 102 mm as negligible was chosen as a first step toward
calculating and comparing the heat fluxes from 1-D and 3-D heat
transfer assumptions. However, in future studies aimed at refining the
data, the possibility of substituting the negligible longitudinal heat
conduction at 37 and 102 mm surface boundary conditions with a
constant or variable longitudinal heat conduction could be explored.
The discretized 2-D heat conduction equation used here was [14]:
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The evolution of heat flux with time was assumed to be an expo-
nential function with time [1 — exp(#)] to match the experimental
temperatures as well as the slopes of the temperature rise. The
judicious selection of an exponential function for heat flux evolution
was based on the observation from the chamber pressure rise with
time. The chamber pressure rise indicated that, in the beginning of the
test, the inlet propellant mass flow rates are higher than the exit mass
flow rates of product gases, resulting in accumulation of mass in the
chamber. As the test progressed in time, the inlet and exit mass flow
rates gradually equalized, and the chamber attained a steady state.
Thus, the heat flux to be imposed at the inner chamber walls should
also follow a similar trend, and hence an exponential evolution in
time was assumed. The heat flux was subjected to iteration until
the experimental and computational temperatures matched within
5-6°C.

The grid independence was evaluated by varying the grid size of
the computational domain from 51 x 51 x 51 to 101 x 101 x 101
and 141 x 141 x 141. The increase in the imposed heat flux values as
the 3-D grid size was increased from 51 to 101 was 4.3%, and for the
3-D grid size increased from 101 to 141, the increase was 2.8%. This
indicated that the computations are nearly grid independent at a grid
size of 141.

The heat fluxes thus determined in the axial direction are shown in
Fig. 3 along with the heat flux calculated from the linear and unsteady
term assumption in Eq. (1). The heat flux values and the time constant
in the heat flux evolution [i.e., 7, = 1 — exp(—at)] were varied, such
that all the experimental and computational temperatures could still
be matched within 5-6°C. The analysis was done toward the end of
the 8 s sequence, when the experimental conditions reached steady
state.

The heat fluxes thus determined from the 3-D computational
analysis had a maximum variation of less than 2% when the
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Fig. 3 Chamber wall heat fluxes calculated based on 3-D computations
and the linear and unsteady assumption at 37 bar.
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Fig. 4 Computational and experimental temperatures for 37 bar at the
end of 8 s.

experimental and computational temperatures were matched within
5-6°C. It can be seen from Fig. 3 that both calculations based on 3-D
computations and linear assumption showed the same qualitative
trend, but the heat fluxes determined from the latter was relatively
lower. The peak value of heat flux determined from the 1-D heat
flux calculations is 35% lower than the corresponding peak value
from the 3-D heat flux calculation. This shows that the effect of
the longitudinal heat conduction cannot be neglected, and its contri-
bution must be included in the heat flux measurements and flow
calculations.

The heat flux has a peak value at 70 mm, indicating the location
of shear layer reattachment. The matching of experimental and
computational temperatures at the end of 8 s for 37 bar are also shown
in Fig. 4. The difference of 5-6°C as convergence criteria was
adopted as a first step in determining the validity of the 1-D heat
conduction assumption, which was not attempted in any of the work
aimed at providing heat fluxes for validating computational models
in rocket injector studies. The variation in the computational

parameters and the difference of 5-6°C for temperature matching are
areas that can be investigated in future studies.

IV. Conclusions

This study generated a comprehensive database of wall heat fluxes
for GH,/GO, combustion at an O/F mass flow ratio of 3.77 and
chamber pressures of 37 bar. The comparison between heat fluxes
calculated from linear and 3-D analysis showed that the peak value
predicted by the latter is 35% higher than the former. The assumption
of linear heat conduction in combustion chamber walls may lead
to errors in heat flux calculations; hence, the 3-D assumption is
recommended for future studies.
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